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Introduction  

There are a number of new technologies which currently underpin the development in the telecoms 

industry, many of which are brought together under 5G mobile. Much of the attention of 5G has 

been focused on developments in the radio system, which promise a significant increase in the 

download rates available to mobile devices. However, much the more radical promise 5G is built on 

developments which are less visible. At the heart of these less visible developments is Network 

Functions Virtualisation (NFV), which enables a quantum change in the flexibility of mobile networks 

and their ability to support a much wider variety of services, many of which will exploit connected 

sensor devices which come in the broad banner of the Internet of Things (IoT) as well as new 

applications emerging in the automotive industry. 

The power of NFV is that it enables the full automation of many processes that were previously 

manual and slow. These processes include the deployment of service-specific functionality into the 

network which is the basis of many of the plethora of anticipated IoT applications. In contrast to 

current manual processes, the deployment of service specific functionality to wherever it is most 

suitable in the network under NFV can be cheap and fast using full automation. It is therefore NFV 

which a key technology component the anticipated explosion in services with 5G. Of course, NFV is 

not restricted to mobile access and this process automation will have a similar impact on fixed 

networks. 

NFV can be broadly split into three parts: 

1. The NFVI and VIMs/WIMs. The first part is the NFV infrastructure (NFVI) which hosts virtual 

machines and/or containers and connects them together with virtual links (VLs). For the 

purposes on this white paper, the infrastructure management systems (VIMs and WIMs) which 

control the creation of virtual machines (VMs), containers and virtual links are also include with 

the infrastructure. 

2. VNFs, NSs, and Network Slices. The second part is the collection of VNFs themselves including 

the interconnected composition of VNFs into network services (NSs) and the composition and 

sharing of NSs to form network slices. The VNFs are interconnected compositions of specific 

VMs and/or containers which are hosted on the NFVI. 

3. Management and Orchestration (MANO). The third part is the management and orchestration 

system which controls the life cycle of the VNFs, NSs, and network slices, controls and 

maintains their configuration, and monitors their in-life health and performance. 
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NFV partitioning  

Open Source MANO is a solution to this third part of NFV and this gives OSM its overall scope. OSM 

aims to support the widest range of NFVI, VIMs, WIMs as well as the widest possible range of VNFs, 

NSs, and Network Slices. As well as covering the widest possible range of NFVI and hosted functions 

and services, OSM is an orchestration and management system which manages life-cycle, 

configuration, and in-life aspects of the hosted functions. 

This white paper sets out in more detail the scope and functionality of OSM including how OSM 

interfaces to other systems. These other systems to which OSM interfaces, include the other parts of 

NFV as well as non-virtualised network functions and existing OSS/BSS systems. 

Chapter 2 describes the general architectural approach of OSM both to the way it is structured 

internally and the way in which it interfaces to other systems. OSM takes a layered approach to 

services and functions and reflects this in its own architecture as well as its interfacing to other 

systems. OSM offers a service management interface (the OSM northbound interface) to its clients in 

a higher service layer and constructs services as requested. OSM does this by consuming services 

from lower service layers, notably from the NFVI through service management interfaces provided 

VIMs and WIMs. In addition to this service platform view, this chapter also describes a platform 

operation view used by OSM to include interactions with other systems which support administration 

and monitoring with the service layer which OSM controls. 

Chapter 3 develops the service platform view and details the scope and functionality of the OSM 

northbound interface though which the client service layers can request and manage the network 

services, component VNFs, and network slices characteristic of the service layer managed by OSM. It 
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then describes the way OSM abstracts the services supplied by the heterogeneous mix of 

infrastructure services requested and managed through the variety of VIM and WIM interfaces. 

Chapter 4 develops the platform operation view detailing the scope and functionality of the essential 

housekeeping functions of security management including authentication and authorisation along 

with data logging and exportation of data to external systems. 

Finally, Chapter 5 describes how OSM integrates with other existing systems and shows how OSM 

Ŏŀƴ ōŜ ƛƴǘǊƻŘǳŎŜŘ ƛƴǘƻ ŀ ƴŜǘǿƻǊƪ ƻǇŜǊŀǘƻǊΩǎ ŜȄƛǎǘƛƴƎ h{{κ.{{ ŜƴǾƛǊƻƴƳŜƴǘ ǿƛǘƘƻǳǘ ǊŜǉǳƛǊƛƴƎ ŀƴȅ 

radical upheaval in OSS/BSS and the processes they support. The chapter details integration 

interfacing in both the service platform view as well as the platform operation view. 

Service Platform view and Layered Service Architectures 

Services and their lifecycles 
The provision of services of a growing sophistication and functionality usually requires a similar 

degree of complexity in the internals of those services. Likewise, the new constructs for the new 

wave of SW-defined networks that are intended to bring significant new functionalities and 

flexibility, and also come with an internal machinery that is far from being trivial, and a proper 

division of that intrinsic complexity is required in order to handle it in an efficient manner. 

One of the most obvious examples of such a duality between functionality and inner complexity is 

the case of a Network Slice, one of the key concepts that come with 5G networks. Unsurprisingly, the 

complexity of a network slice is high, but the good news is that it is designed in a manner that favors 

a manageable split into nested components, which, in turn, can be subdivided (and, hence, managed) 

into simpler elements. Thus, a slice can be split in a set of Network Services, and such Network 

Services can be split, in turn, into a set of virtual machines, virtual networks, physical nodes and, 

potentially, transport connections. 

Walking the same path but in reverse order τfrom the simplest components to the more 

sophisticate onesτ is the key for a successful management of these environments. As usually 

happens in other fields in engineering, this complexity is intended to be more effectively handled in a 

layered fashion, based on stacked service platforms. Thus, service layers can be stacked to create 

composite services of growing complexity, up to building service objects of the required level of 

complexity in each case. 

Lƴ ƻǊŘŜǊ ǘƻ ƳŀƪŜ ŜŦŦŜŎǘƛǾŜ ǘƘŜ ƘŀƴŘƭƛƴƎ ƻŦ ǘƘƛǎ ǾŀǊƛŜǘȅ ƻŦ άǎŜǊǾƛŎŜ ƻōƧŜŎǘǎέΣ ǘƘŜȅ ŀǊŜ ƛƴǘŜƴŘŜŘ ǘƻ ōŜ 

created and controlled on demand. The creation process of each ƻŦ ǘƘŜǎŜ άǎŜǊǾƛŎŜ ƻōƧŜŎǘǎέΣ ŀƭƻƴƎ ŀǎ 

ǘƘŜ ǊŜǎǘ ƻŦ ǘƘŜ ǊŜǎǘ ƻŦ ǘƘŜƛǊ ƭƛŦŜŎȅŎƭŜΣ ǎƘƻǳƭŘ ōŜ ǇǊƻǾƛŘŜŘ άŀǎ ŀ ǎŜǊǾƛŎŜέ ōȅ ŀ ǇƭŀǘŦƻǊƳ ǎǇŜŎƛŀƭƛȊŜŘ ƻƴ 

ǇǊƻǾƛŘƛƴƎ ŀ ƎƛǾŜƴ ǘȅǇŜ άǎŜǊǾƛŎŜ ƻōƧŜŎǘέΦ ¢Ƙǳǎ ŀƭƭ ǘƘŜ άǎŜǊǾƛŎŜ ƻōƧŜŎǘέ ƻŦ ŀ ƎƛǾŜƴ ǘȅǇŜ Ŏŀƴ ōŜ ŎƻƴǘǊƻƭƭŜŘ 

and monitored via the invocation of a well-known API from a well-known platform, which is 

ǊŜǎǇƻƴǎƛōƭŜ ƻŦ ǘƘŀǘ άǎŜǊǾƛŎŜ ƻōƧŜŎǘέ ƭƛŦŜŎȅŎƭŜΦ 

Moreover, since these platforms can be layered and invoke the APIs of lower level platforms, 

platforms in upper layers can easilȅ ŎǊŜŀǘŜ ŀƴŘ ƻŦŦŜǊ άŀǎ ŀ ǎŜǊǾƛŎŜέ ŎƻƳǇƭŜȄ ŎƻƳǇƻǎƛǘŜ ƻōƧŜŎǘǎ ƛƴ ŀ 

manner that scales in terms of operation in a simple and traceable manner, as depicted in the 

following figure: 
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Service platform architecture 

Examples of these kinds of platforms are an NFV Infrastructure (NFVI+VIM, providing VMs and virtual 

networks), a SW-Defined Network (e.g. an SDTN, providing long-distance connections), or a Network 

Service Platform (providing Network Services on demand composed of the other types of elements). 

A key aspect of this type of architectures is that ŀ ƎƛǾŜƴ ǇƭŀǘŦƻǊƳ ƛǎ ƴƻǘ ƛƴǘŜƴŘŜŘ ǘƻ ǇǊƻǾƛŘŜ άǎŜǊǾƛŎŜ 

ƻōƧŜŎǘǎέ ŜȄŎƭǳǎƛǾŜƭȅ ǘƻ ŀ ǎƛƴƎƭŜ άǳǇǇŜǊέ ǇƭŀǘŦƻǊƳΣ ōǳǘ ƛǘ Ŏŀƴ ǇǊƻǾƛŘŜ ǘƘƻǎŜ άǎŜǊǾƛŎŜ ƻōƧŜŎǘǎέ ǘƻ 

whichever platforms might request it via its API, bringing to the end to end architecture much higher 

flexibility. That versatility will be intensively leveraged in the following sections. 

Types of functions in a service platform 
Two types of functions can be identified in a service platform: one (and only one) manager function 

and, optionally, some managed functions. 

In order to set up a platform, at least, it is required the capability of consuming the APIs from other 

ǇƭŀǘŦƻǊƳǎ ŀǾŀƛƭŀōƭŜ ǎƻǳǘƘōƻǳƴŘΣ ǘƘŜ ŀōƛƭƛǘȅ ǘƻ ōǳƛƭŘ ŀ ƴŜǿ ǘȅǇŜ ƻŦ άǎŜǊǾƛŎŜ ƻōƧŜŎǘέ ŀƴŘ ƘŀƴŘle its 

ƭƛŦŜŎȅŎƭŜΣ ŀƴŘ ǘƘŜ ŎŀǇŀōƛƭƛǘȅ ƻŦ ŜȄǇƻǎƛƴƎ ƻƴ ŘŜƳŀƴŘ ǘƘŜ ƴŜǿ άǎŜǊǾƛŎŜ ƻōƧŜŎǘǎέ Ǿƛŀ ŀƴ ŀǇǇǊƻǇǊƛŀǘŜ !tL 
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northbound. Those capabilities are concentrated in the so-ŎŀƭƭŜŘ άManagement Functionέ ƻŦ ǘƘŜ 

ǇƭŀǘŦƻǊƳΣ ǿƘƛŎƘ ƻǿƴǎ ǘƘŜ ƭƛŦŜŎȅŎƭŜ ƻŦ ǘƘŜ ƻŦŦŜǊŜŘ άǎŜǊǾƛŎŜ ƻōƧŜŎǘǎέΣ ōŜŎƻƳƛƴƎ ǘƘŜ ƘŜŀǊǘ ƻŦ ǘƘŜ 

platform itself. 

 

Manager Function in a Service Platform consuming other services 

However, we may wonder, what happens at the bottom layer of the stack? At the lowest level, 

platforms do not have service platforms underneath to create services out of them, so they are 

required to create their own service using the most basic set of available functions (e.g. compute 

ƴƻŘŜǎΣ ǎǿƛǘŎƘŜǎΣ ǎǘƻǊŀƎŜ ōŀŎƪŜƴŘǎΣ ŜǘŎΦύΦ ¢ƘŜǎŜ ƻǘƘŜǊ ŦǳƴŎǘƛƻƴǎ ŀǊŜ ƴƻǘ ƛƴǘŜƴŘŜŘ ǘƻ ƻŦŦŜǊ άǎŜǊǾƛŎŜ 

objŜŎǘǎέ ƻƴ ŘŜƳŀƴŘΣ ōǳǘ ǘƻ ƻŦŦŜǊ ŀ ǎǘŀƴŘŀƭƻƴŜ ŦǳƴŎǘƛƻƴŀƭƛǘȅΣ ǿƘƛŎƘ Ŏŀƴ ōŜ ǇŀǊǘ ƻŦ ŀ Ǉƻƻƭ ŀƴŘ ōŜ 

dynamically configured and monitored by the manager functions. Those final functions (or pools of 

them) can be referred as managed functions. The relation between both types of functions to build a 

platform placed at the bottom of the stack, is depicted in the following figure: 
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Manager Function in a Service Platform at the bottom of the service stack 

In general, it is perfectly normal seeing both types of southbound interactions in many platforms, 

combining the consumption of some basic services with the control of a number of managed 

functions which belong to the platform itself, as depicted in the following picture: 
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Manager Function in a Service Platform with both managed functions and consumed services 

In must be noted, however, that a managed function is not supposed to belong to more than one 

platform at the same time, so that conflicts of being controlled by more than one manager can be 

avoided. 

Service Platform view vs. Platform Operation view 
At this point of the discussion, we need to distinguish two complementary views that coexist in these 

architectures and that can be considered at the same time. 

hƴ ǘƘŜ ƻƴŜ ƘŀƴŘΣ ǘƘŜǊŜ ƛǎ ǘƘŜ άService Platform viewέΣ ǘƘoroughly described above, focused on the 

core functionalities that the architecture intends to offer. In all cases, the working assumption is the 

ŜȄƛǎǘŜƴŎŜ ƻŦ ǇƻǘŜƴǘƛŀƭƭȅ ŦǊŜǉǳŜƴǘ ŀƴŘ ŘȅƴŀƳƛŎ ǊŜǉǳŜǎǘǎ ǊŜƭŀǘŜŘ ǘƻ ǘƘƻǎŜ άǎŜǊǾƛŎŜ ƻōƧŜŎǘǎέ ǘƘŀǘ ŎǊŜŀǘŜ 

the main functionality, and which can benefit of large economies of scale in terms of efficient 

operation given their large number and large dynamicity. These are intended to be highly automated 

and coordinated, due to the recurrent benefits, and the fact that they tend to create a myriad of new 

(virtual) components with their own lifecycle, really hard to control without a proper automation and 

coordination structure. Some of the most prominent examples of this kind are the dynamic provision 

of Network Services or Network Slices, which often imply a large cascade of dynamic operations 

across the different layers of the stack that can be triggered on demand that which define a 

potentially complex composite lifecycle. 
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On the other hand, we cannot forget that the functions (manager function and managed functions) 

that compose the service platforms are also elements that need to be installed and bootstrapped, 

and may be configured, updated and supervised, having potentially their own lifecycle. These O&M 

actions over thŜǎŜ ŜƭŜƳŜƴǘǎ όǿƘƛŎƘ ŎƻƴǎǘƛǘǳǘŜ ǘƘŜ άPlatform Operation viewέύ ŀǊŜ ƛƴǘŜƴŘŜŘ ǘƻ ōŜ 

ǎǇƻǊŀŘƛŎ ŀƴŘ ǊŀǘƘŜǊ ǎǘŀǘƛŎΣ ŀƛƳƛƴƎ ǘƻ ǎŜǘ ōƻǳƴŘŀǊȅ ŎƻƴŘƛǘƛƻƴǎ ŦƻǊ ǘƘŜ ά!ǎ ŀ {ŜǊǾƛŎŜέ ŀǎǇŜŎǘ ƻŦ ǘƘŜ 

service platform (e.g. create a new VIM tenant and assign a quota). Usually, the gains associated to 

automation here are of lower scale, due to the lower recurrence, and may be selectively eased by 

process-oriented wizards and dashboards. 

In the case of the manager functions, both views coexist naturally in practice, with both paths 

running orthogonally and separated by their purpose (either explicitly or implicitly by profiles), being 

ǘƘŜǎŜ hϧa ǘŀǎƪǎ ŀ ǎƻǊǘ ƻŦ άƳŀƴŀƎŜƳŜƴǘ ƻŦ ǘƘŜ ƳŀƴŀƎŜǊέ ƻŦ ŀ ǎŜǊǾƛŎŜ ǇƭŀǘŦƻǊƳΦ Lƴ ǇǊŀŎǘƛŎŜΣ ǘƘŜ 

lifecycle of the manager may be synonym of the lifecycle of the service platform as a whole. 

 

Service Platform view vs. Platform Operation view in a Manager Function 

In the case of managed functions, these O&M interfaces (when required) sometimes are also 

accessed by the manager function (that performs configurations and monitors the element) and 

avoid conflicts by the split in the type of actions. 

 

Platform Operation view in a Managed Function 
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Some tools to ease the O&M of the set of functions that constitute the architecture are often 

provided by the different commercial products present in the architecture, and can be grouped 

under an umbrella of common O&M tooling, so that they can benefit of supplementary common 

services (e.g. DNS, LDAP, CA, etc.), common backends (e.g. to collect monitoring info), or even wrap 

sequences of sparse O&M actions in a GUI wizard tools in order to ease them, either by making them 

more visual or by guiding the operator to minimize errors (e.g. by narrowing down the available 

options). 

OSM Scope and Functionality 

OSM Objetives and Scope 
The goal of ETSI OSM (Open Source MANO) is the development of a community-driven production-

quality E2E Network Service Orchestrator (E2E NSO) for telco services, capable of modelling and 

automating real telco-grade services, with all the intrinsic complexity of production environments. 

OSM provides a way to accelerate maturation of NFV technologies and standards, enable a broad 

ecosystem of VNF vendors, and test and validate the joint interaction of the orchestrator with the 

other components it has to interact with: commercial NFV infrastructures (NFVI+VIM) and Network 

Functions (either VNFs, PNFs or Hybrid ones). 

h{aΩǎ ŀǇǇǊƻŀŎƘ ŀƛƳǎ ǘƻ ƳƛƴƛƳƛȊŜ ƛƴǘŜƎǊŀǘƛƻƴ ŜŦŦƻǊǘǎ ǘƘŀƴƪǎ ǘƻ ŦƻǳǊ ƪŜȅ ŀǎǇŜŎǘǎΥ 

1. A well-known Information Model (IM), aligned with ETSI NFV, that is capable of modelling and 

automating the full lifecycle of Network Functions (virtual, physical or hybrid), Network Services 

(NS), and Network Slices (NSI), from their initial deployment (instantiation, Day-0, and Day-1) to 

their daily operation and monitoring (Day-2). 

ς !ŎǘǳŀƭƭȅΣ h{aΩǎ La ƛǎ ŎƻƳǇƭŜǘŜƭȅ ƛƴŦǊŀǎǘǊǳŎǘǳǊŜ-agnostic, so that the same model can 

be used to instantiate a given element (e.g. VNF) in a large variety of VIM types and 

transport technologies, enabling an ecosystem of VNF models ready for their 

deployment everywhere. 

2. OSM provides a unified northbound interface (NBI), based on NFV SOL005, which enables the 

full operation of system and the Network Services and Network Slices under its control. In fact, 

h{aΩǎ b.L ƻŦŦŜǊǎ ǘƘŜ ǎŜǊǾƛŎŜ ƻŦ ƳŀƴŀƎƛƴƎ ǘƘŜ ƭƛŦŜŎȅŎƭŜ ƻŦ betwork Services (NS) and Network 

Slices Instances (NSI), providing as a service all the necessary abstractions to allow the complete 

control, operation and supervision of the NS/NSI lifecycle by client systems, avoiding the 

exposure of unnecessary details of its constituent elements. 

https://osm.etsi.org/wikipub/index.php/OSM_Information_Model
https://osm.etsi.org/gitweb/?p=osm/SOL005.git;a=blob;f=osm-openapi.yaml;h=5e00a2a935b02dac9d7e3b1d05adb88a6524a446;hb=HEAD


 

 

 

OSM SCOPE, FUNCTIONALITY, OPERATION AND INTEGRATION GUIDELINES 14 

   

  OSMôs IM and NS operation via NBI 

3. The ŜȄǘŜƴŘŜŘ ŎƻƴŎŜǇǘ ƻŦ άbŜǘǿƻǊƪ {ŜǊǾƛŎŜέ ƛƴ h{a, so that an NS can span across the 

different domains identified τvirtual, physical and transportτ, and therefore control the full 

lifecycle of an NS interacting with VNFs, PNFs and HNFs in an undistinguishable manner along 

with on demand transport connections among different sites. 
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  OSM interaction with different domains 

4. In addition, OSM can also manage the lifecycle of Network Slices, assuming if required the role 

of Slice Manager, extending it also to support an integrated operation. 

Service Platform view 
OSM provides the capability of realising one of the main promises derived from NFV and the dynamic 

capabilities that it brings: creating netǿƻǊƪǎ ƻƴ ŘŜƳŀƴŘ όάbŜǘǿƻǊƪ ŀǎ ŀ {ŜǊǾƛŎŜέ ƻǊ bŀŀ{ύ ŦƻǊ ŜƛǘƘŜǊ 

their direct exploitation by the service provider or for their potential commercialization to third 

parties. 

In that sense, OSM works as a Network Service Orchestrator (NSO), manager function of a Network 

Service Platform (see Service Platform view and Layered Service Architectures for details), intended 

to provide the capability of creating network services on demand and returning a service object ID 

that can be used later as a handler to control the whole lifecycle and operations of the network 

ǎŜǊǾƛŎŜ Ǿƛŀ ǎǳōǎŜǉǳŜƴǘ Ŏŀƭƭǎ ǘƻ h{aΩǎ ƴƻǊǘƘōƻǳƴŘ !tL ŀƴŘ ƳƻƴƛǘƻǊ ƛǘǎ Ǝƭƻōŀƭ ǎǘŀǘŜ ƛƴ ŀ ŎƻƴǾŜnient 

fashion. 

In the case of OSM, there are two types of NaaS service objects that OSM is able to provide on 

demand to support the NaaS capability: the Network Service (NS) and the Network Slice Instance 

(NSI), being the latter a composition of several Network Services that can be treated as a single entity 

(particularities of both types of NaaS service objects will be described in the next sections). 

OSM, as manager function of a service platform, consumes services from other service platforms and 

controls a number of managed functions in order to create its own composite higher-level service 

https://osm.etsi.org/wikipub/index.php/Service_Platform_view_and_Layered_Service_Architectures
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objects. Thus, OSM consumes services provided by the platform(s) in charge of the Virtual 

Infrastructure (to obtain VMs, etc.) and the platform(s) in charge of the SW-Defined Network (to 

obtain all the required kinds of inter-DC connections), and, once assembled, configures and monitors 

the constituent network functions (VNFs, PNFs, HNFs) in order to control the LCM of the entire 

NS/NSI to be offered on demand. 

This view of OSM as part of a service platform architecture for NFV is summarized in the following 

picture: 

 

OSM in Service Platform view 

Services offered Northbound 

OSM as provider of Network Services (NS) on demand 
The Network Service (NS) is the minimal building block in OSM to manage networks provided as a 

service, which bundles in one single service object a set of interconnected network functions (VNFs, 

PNFs and HNFs) which can span across different underlying technologies (virtual or physical), 

locations (e.g. more or less centralized) and geographical areas (e.g. as part of the service of a large 

multi-national corporate customer). 

Lƴ ƻǊŘŜǊ ǘƻ ŜƴŀōƭŜ ŜŦŦŜŎǘƛǾŜƭȅ ŀ άǎŜǊǾƛŎŜ ƻƴ ŘŜƳŀƴŘέΣ ǘƘŜǎŜ ƴŜǿƭȅ ŎǊŜŀǘŜŘ bŜǘǿƻǊƪ Services are not 

provisioned as the result of a handcrafted or ad hoc procedure, but as the outcome of a simple and 

well-ƪƴƻǿƴ ƳŜǘƘƻŘ ōŀǎŜŘ ƻƴ !tL ƛƴǾƻŎŀǘƛƻƴǎ όǘƻ h{aΩǎ b.Lύ ŀƴŘ ŘŜǎŎǊƛǇǘƻǊǎ ŦƻƭƭƻǿƛƴƎ h{aΩǎ 

Information Model. These descriptions should facilitate the creation of Network Services composed 

of different network appliances (VNFs, PNFs or HNFs) coming from different vendors, so that those 
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appliances (also called Network Functions or NF) can come pre-modelled by their provider and the 

service provider can focus on modelling the Network Service itself. 

Once a Network Service is entirely modelled (in a Network Service Package), the model works 

ŜŦŦŜŎǘƛǾŜƭȅ ŀǎ ŀ ǘŜƳǇƭŀǘŜ ǘƘŀǘ Ŏŀƴ ōŜ ǇŀǊǘƛŎǳƭŀǊƛȊŜŘ όάǇŀǊŀƳŜǘǊƛȊŜŘέύ ǳǇƻƴ b{ ŎǊŜŀǘƛƻƴ ǘƛƳŜ ǘƻ 

incorporate specific attributes for that NS instance, returning a unique NS instance ID, useful to drive 

LCM operations at a later stage. OSM puts also in place all the necessary abstractions to allow the 

complete control, operation and supervision of the NS lifecycle τin a normalized and replicable 

fashionτ ōȅ ǘƘŜ ŎƭƛŜƴǘ ǎȅǎǘŜƳ όǳǎǳŀƭƭȅΣ h{{κ.{{ ǇƭŀǘŦƻǊƳǎύΦ ¢Ƙƛǎ b{ ƛƴǎǘŀƴŎŜ άƘŀƴŘƭŜǊέ ƛǎ ƴƻǘ 

required to expose unnecessary details of its constituent elements, in order to minimize the impact 

over the final service of potential changes in the NFs or the NS topology that did not intend to mean 

a change on the actual service offer. 

In order to achieve the desired level of flexibility and abstraction, OSM augments the concept of NS 

with respect to ETSI NFV to incorporate physical and transport domains to enable real E2E services 

that can be extended beyond virtual domains. Thus, it is possible in OSM: 

ω To combine in a single NS virtual network functions (VNFs), physical network functions (PNFs) 

and, even, network functions composed of both physical and virtual elements (Hybrid Network 

Functions, or HNFs), more typical of elements closer to the access network. 

ω To deploy such NS across a distributed network and even create inter-site transport 

connections on demand, leveraging on the APIs of SW-Defined Network Platforms. 

Both OSS and BSS platforms are expected to be consumers of the NS created on demand by OSM, 

and sometimes may even keep the control of some constituent network functions of the NS if 

required (this is quite useful to reuse legacy network nodes without requiring major changes in the 

OSS). For that reason, OSM has also the capability to delegate selectively the control of specific 

constituent NFs of the NS to the OSS/BSS platform if explicitly specified in the NS model, giving full 

freedom to support legacy or hybrid scenarios as desired. 

Lifecycle and operation of a Network Service 
In the following sections, the stages related to the lifecycle and operation of the NS in the E2E 

Network Orchestrator are thoroughly discussed and described, so that the API capabilities (and the 

companion IM) can be better understood in a context of operation: 

0. Preparation phase: Modelling 

1. Onboarding 

2. NS creation (day-0 and day-1) 

3. NS operation (day-2) 

4. NS finalization 

It must be noted that, although the initial phase of modelling is a mere pre-requirement, prior to any 

actual existence of the NS itself (and with no API interactions involved), it is required to understand 

the NS lifecycle and the API calls that are available at later phases. 
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Phase #0: Modelling 
h{aΩǎ La ǇǊƻǾƛŘŜǎ ƳŜŎƘŀƴƛǎƳǎ ǘƻ ƛƴŎƭǳŘŜ ǘƘŜ ŎƻƳǇƭŜǘŜ ōƭǳŜǇǊƛƴǘ ƻŦ ǘƘŜ b{ ōŜƘŀǾƛƻǳǊΣ ƛƴŎƭǳŘƛƴƎ 

both a full description of the NS topology, the lifecycle operations that are enabled, and the NS 

primitives that are available, along with their automation code. Since Network Services are 

composed, by definition, of one or several Network Functions (VNFs, PNFs or HNFs) of 

heterogeneous types and internal behaviours τand likely to come from different providersτ, the IM 

provides a mean to let the provider describe the internal topology, required resources, procedures 

and lifecycle of the Network Functions. This information come bundled in the so-called NF Packages. 

This two-layered modelling approach has several advantages: 

ω Prevents that the designer of the NS Package (i.e. a Service Provider such as Telefónica) is 

directly exposed to NF internals, and can focus on the composition of the NS itself, based 

exclusively on the external properties and procedures of the NF. 

ω Enables the consistent and replicable validation of the NFs and their companion NF Packages 

across all the supply chain, so that the NF vendor can guarantee that their elements are always 

used and operated in the appropriate manner. 

ω Obviously, the same NF Package can be used in more than one NS with no additional modelling 

work at NF level. 

Phase #1: Onboarding 
Once the models are ready, they can be injected to the system, so that they can be used as 

templates for NS creation later on, in a process that is known as onboarding. 

h{aΩǎ b.L ƻffers API calls to support CRUD (Create, Read, Update, Delete) operations over the 

corresponding NS and NF Packages, in order to support the two-layered modelling approach 

previously described (that can become three-layered in the case of Network Slices), the API supports 

specific CRUD operations to handle the corresponding NS and NF Packages (and NST when 

applicable) as independent but related objects. In these operations, and particularly in the 

onboarding step, the necessary checks to validate in-model and cross-model consistency are 

performed. 

Phase #2: NS creation (day-0 and day-1) 
Once the corresponding NS and NF Packages are successfully onboarded in OSM, there is all that is 

needed to use them as templates for the actual NS creation. Accordingly, OSM offers API calls to 

support CRUD (Create, Read, Update, Delete) operations related to NS instances. 

In the case of the NS creation operation (also known as NS instantiation), OSM takes as input an NS 

Package and, optionally, a set of additional deployment constraints (e.g. target deployment locations 

for specific VNFs of the NS) and parameters to particularize in the NS, as explicitly allowed by the NS 

Package. 

During the NS creation, OSM interacts with different service platforms southbound (VIMs and WIMs) 

and managed functions (NFs) to create the composite service object of the NS instance. 
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Phase #3: NS operation (day-2) 
Once the NS has been successfully created, the NS instance becomes the only relevant object for 

further operation, lifecycle and assurance actions. 

Once an NS has been successfully created, the NS instance becomes the only relevant object for 

further operation, lifecycle and assurance actions. The NS/NSI instance can be subject to different 

types of API-driven operations, which fall into one of these categories: 

ω Common Lifecycle operations. There must be a number of API calls that allow to trigger well-

known standard actions potentially applicable to any NS, such as scaling actions, 

pausing/resuming, on-demand monitoring requests, SW upgrades, etc. 

ω Actions derived from NS primitives. Besides operations potentially applicable to any NS/NSI, 

each NS/NSI can have a set of operations that are relevant only for the specific functionality 

that the NS/NSI offers, such as the addition of new subscribers, changes in internal routing, etc. 

Those actions are enumerated and codified in the corresponding NS Package (that leverage, in 

turn, on the atomic actions available in NF Packages) are exposed by the API as primary actions 

available in that given NS/NSI. 

   

  NS managed as a single entity via NS primitives 

ω Although not directly requested by the client system via API, it must be noted that other actions 

can be internally triggered in the NS as a result of a closed-loop policies defined in the NS or NF 

Packages. Usually, these actions involve the monitoring of some parameter of the NS or the NF 

and the triggering of one of the aforementioned actions if a given threshold is reached 

(e.g. automatic scale-out). 

In fact, it is possible in OSM to work with metrics and alarms with great flexibility: 

ω Descriptor-defined alarms and metrics related to VDU-PDU level, but still explicitly co-related 

with NS/NF instances. 

ω Descriptor-defined alarms and metrics related to application-specific (NF or NS) KPIs. 
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ω It also allows on-demand requests to export alarms, events and metrics via Kafka bus, and a 

smooth integration with the most popular frameworks, including ELK, Prometheus, and 

Grafana. 

It must be noted that OSM also allows the management of brownfield scenarios where some 

elements had to be managed out-of-band by an external/legacy entity. 

Phase #4: NS finalization 
As any other on-demand service, it is possible to finalize a NS and release the resources that had 

been assigned, preserving those components that should not be removed (e.g. persistent volumes). 

¢ƘŜ άŘŜƭŜǘŜέ Ŏŀƭƭ ƻŦ ǘƘŜ !tL όŦǊƻƳ ǘƘŜ ƻŦ ǘƘŜ ŀŦƻǊŜƳŜƴǘƛƻƴŜŘ /w¦5 ƻǇŜǊŀǘƛƻƴǎ ǊŜƭŀǘŜŘ ǘƻ ŀ b{ύ ƛǎ ƛƴ 

charge of triggering that process and report on demand of its status of completion. 

OSM as provider of Network Slices 

Network Slices and Network Services 
ETSI OSM is also capable to to provide Network Slices as a service, assuming also the role of Slice 

Manager as per ETSI NFV EVE012 and 3GPP TR 28.801, extending it also to support an integrated 

operation of Network Slice Instances (NSI) along with Network Service instances (NS). 

The intended use of a Network Slice can be described as a particularization of the NaaS case but 

more focused on the enablement of 5G use cases. This 3GPP spec defines a specific type of 

underlying construct, the Network Slice, which is intended to provide the illusion of separated 

specialized networks for different purposes. Unsurprisingly, Network Slices, in practice, operate as a 

particular kind of Network Service or, more generally, as a set of various Network Services that are 

treated as a single entity. 

3GPP defines the relation between Network Slices and vanilla NS as per ETSI NFV in a very specific 

manner, where Network Services become the so-called NS Subnets of the Network Slice, while the 

Network Slice with its constituent NS Subnets can be deployed and operated as if they were a single 

entity. The following picture depicts the intended relation between both concepts: 

https://www.etsi.org/deliver/etsi_gr/NFV-EVE/001_099/012/03.01.01_60/gr_NFV-EVE012v030101p.pdf
http://www.3gpp.org/DynaReport/28801.htm
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Relation between Network Slices and vanilla ETSI NFV Network Services 

Still consistent with the same modelling of a regular NS, these NS Subnets can be either exclusive to 

an upper-level Network Slice (Dedicated NS Subnets) or shared between several Slices (Shared NS 

Subnets), such as in the case of the RAN. Likewise, they would have their own lifecycle and 

operations as any other NS, so no disruption in the modelling is created. 

The Network Slice therefore has two key characteristics compared to a Network Service 

ω The Network Slice is composed from a number of Network Subnets 

ω A Network Slice Subnet is a share of a Network Service. 

First, as it can be seen, the Network Slice concept defined in 3GPP overlaps almost completely with 

ǘƘŜ ŎƻƴŎŜǇǘ ƻŦ άbŜǎǘŜŘ b{έ όŀƴ b{ ŎƻƳǇƻǎŜŘ ƻŦ ǾŀǊƛƻǳǎ b{ύ ŀǎ ŘŜŦƛƴŜŘ ƛƴ 9¢{L bC±Σ ǿƛǘƘ ǘƘŜ ƻƴƭȅ 

addition of including some PNFs and Transport connections explicitly, features that are already 

included in the extended concept of NS that OSM already provides. Therefore, the decision of 

incorporating the Network Slice as a particular case of NS in OSM was rather natural. 

Second, we can see that a single NS Subnet instance is, by definition, a share of a single NS instance. 

However, as both NS Subnets and NS can be recursively composed (that is a NS Subnet can be 

composed of NS Subnets and an NS can be composed of NSs) there is still full flexibility in the model. 

This sharing relationship is the key new feature which slicing introduces and has an important 

consequence for orchestration. This consequence is represented in the UML figure above by the fact 

that ǘƘŜ Ψƛǎ!{ƘŀǊŜhŦΩ ǊŜƭŀǘƛƻƴǎƘƛǇ ƛǎ ŀƴ ŀƎƎǊŜƎŀǘƛƻƴ όƻǇŜƴ ŘƛŀƳƻƴŘύ ŀƴŘ ƴƻǘ ŀ ŎƻƳǇƻǎƛǘƛƻƴ όǎƻƭƛŘ 

diamond). 
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Most significantly, the NS Subnet cannot control the existence of the NS of which it is a share. As the 

NS (for example a RAN NS) may be providing shares to other NS Subnets, when a network slice 

instance which is sharing this NS is no longer needed and deleted, the composed NS Subnets may be 

deleted, but the NS itself must not be deleted as it may well be still providing shares to other 

network slices. 

This means that the lifecycles of network slices with their constituent NS Subnets can be managed as 

a composition hierarchy in same way the lifecycles of NSs and NFs can be managed as a composition 

hierarchy, the two composition hierarchies must not be mixed together. 

Lifecycle and operations of a Network Slice 
As previously described, Network Slices operate as a grouping of a set of potentially shared Network 

Services, which would become the so-called NS Subnets of the Network Slice. The Network Slice with 

its constituent NS Subnets can be deployed and operated as if they were a single entity. 

Alike Network Services, 3GPP TR 28.801 describes the lifecycle of the global Network Slice, which is 

comprised of the four following phases: 

5. Preparation. In the Preparation phase, the Network Slice (or Network Slice Instance, NSI) does 

not exist yet. The preparation phase includes the creation and verification of Network Slice 

Templates (NST), the onboarding of these, preparing the necessary network environment to be 

used to support the lifecycle of NSIs, and any other preparations that are needed in the 

network. 

6. Instantiation, Configuration and Activation. During Instantiation/Configuration, all resources 

shared/dedicated to the NSI have been created and are configured to a state where the NSI is 

ready for operation. The Activation step includes any actions that make the NSI active (if 

dedicated to the network slice, otherwise this takes place in the preparation phase). Network 

slice instantiation, configuration and activation can include instantiation, configuration and 

activation of other shared and/or non-shared network function(s). 

7. Run-time. In the Run-time phase, the NSI is capable of handling traffic to support 

communication services. The Run-time phase includes supervision/reporting (e.g. for KPI 

monitoring), as well as activities related to modification: upgrade, reconfiguration, NSI scaling, 

changes of NSI capacity, etc. 

8. Decommissioning. The Decommissioning phase includes deactivation (taking the NSI out of 

active duty) as well as the reclamation of dedicated resources (e.g. termination or re-use of 

network functions) and configuration of shared/dependent resources. After decommissioning 

the NSI does not exist anymore 

Two non-mutually exclusive modes of deployment and management to support this lifecycle are 

feasible in OSM: Full E2E Management (Integrated Modelling) and Standalone Management (Vanilla 

NFV/3GPP). 

http://www.3gpp.org/DynaReport/28801.htm
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Full E2E Management (Integrated Modelling) 
In this mode of operation, the Network Slice can be treated as kind of meta-Network Service, and can 

be modelled as per the augmented NS lifecycle model described previously, so that OSM works also 

as Slice Manager (Slice-M). For convenience, the NSI becomes as a first-class object of OSM. 

 

Full E2E Management of Network Slices 

In this mode, there is a natural match between the different phases of the lifecycle, where the 

Network Slice Template (NST) and the Network Service Instance (NSI) play, respectively, the same 

roles as the NS Package (the template defining a NS) and the NS instance in the general lifecycle of an 

NS in OSM: 

ω Preparation is comprised of Phase #0 (Modelling) and Phase #1 (Onboarding). 

ω Instantiation, Configuration and Activation is equivalent to Phase #2 (NS Creation). 

ω Run-time provides a standardized subset of the operations available at Phase #3 (NS 

Operation). 

ω Decommissioning is equivalent to Phase #4 (NS finalization). 

There are some obvious advantages of this approach: 
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ω The Preparation phase is largely simplified, as there is no split in the information models 

between the 3GPP Slice Manager and the NFV hǊŎƘŜǎǘǊŀǘƻǊ όŀ άǊŜŘǳŎŜŘέ b{h ǎǇŜŎƛŀƭƛȊŜŘ ƛƴ 

virtual components, as defined by ETSI NFV). 

ω Day-2 operations are integrated in a single platform and a single northbound interface. 

ω Possibility to add custom primitives to a given slice, alike the general NS constructs allow. 

ω Packages are generated, by definition, with a multi-vendor scenario in mind. 

ω The slices can include non-3GPP related network functions with no need of special integration. 

Standalone Management (Vanilla NFV/3GPP) 
Alike the case of legacy OSS/BSS described in the NS operations, it is also possible to allow an 

external standalone system to manage the lifecycle of slices (as standalone Slice Manager) and 

leverage on OSM simply as if it were a vanilla NFV Orchestrator (NFVO), using the regular (non-

augmented) SOL005 interface. 

 

Standalone (Vanilla) Management of Network Slices 




































