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Introduction

There are a number of new technologies which currently underpin the developmentin the telecoms
industry, many of which are brought together under 5G mobile. Much oéttention of 5G has

been focused on developments in the radio system, which promise a significantincrease in the
download rates available to mobile devices. However, much the more radical promise 5Gis builton
developments which are less visible. At tiesart of these less visible developments is Network
Functions Virtualisation (NFV), which enables a qguantum change in the flexibility of mobile networks
and their ability to support a much wider variety of services, many of which will exploit connected
sersor devices which come in the broad banner of the Internet of Things (IoT) as well as new
applications emerging in the automotive industry.

The power of NFV is that it enables the full automation of many processes that were previously
manual and slow. Thegprocesses include the deployment of servgecific functionality into the
network which is the basis of many of the plethora of anticipated IoT applications. In contrast to
current manual processes, the deployment of service specific functionalitihévever itis most

suitable in the network under NFV can be cheap and fast using full automation. Itis therefore NFV
which a key technology component the anticipated explosion in services with 5G. Of course, NFV is
not restricted to mobile access and thigcess automation will have a similarimpact on fixed
networks.

NFV can be broadly splitinto three parts:

1. The NFVIand VIMs/WIMS he first part is the NFV infrastructure (NFVI1) which hosts virtual
machines and/or containers and connects them togethéhwirtual links (VLs). For the
purposes on this white paper, the infrastructure management systems (VIMs and WIMs) which
control the creation of virtual machines (VMs), containers and virtual links are also include with
the infrastructure.

2.  VNFs, NSs, afdetwork SlicesThe second part is the collection of VNFs themselves including
the interconnected composition of VNFs into network services (NSs) and the composition and
sharing of NSs to form network slices. The VNFs are interconnected compositioesiéitsp
VMs and/or containers which are hosted on the NFVI.

3.  Management and Orchestration (MANOJ he third part is the management and orchestration
system which controls the life cycle of the VNFs, NSs, and network slices, controls and
maintains their confjuration, and monitors their ilife health and performance.
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Open Source MANO is a solution to this third part of NFV and this gives OSM its overall scope. OSM
aims to support the widest range of NFVI, VIMs, WIMs as well as the widesbpeorange of VNFs,

NSs, and Network Slices. As well as covering the widest possible range of NFVI and hosted functions
and services, OSMis an orchestration and management system which managgsl &fe

configuration, and idife aspects of the hostefdinctions.

This white paper sets outin more detail the scope and functionality of OSMincluding how OSM
interfaces to other systems. These other systems to which OSMinterfaces, include the other parts of
NFV as well as nevirtualised network functionand existing OSS/BSS systems.

Chapter 2describes the general architectural approach of OSM both to the way it is structured
internally and the way in which itinterfaces to other systems. OSMtakes a layered approach to
services and functions and refletkds in its own architecture as well as its interfacing to other

systems. OSM offers a service management interface (the OSM northbound interface)to its clientsin
a higher service layer and constructs services as requested. OSM does this by constiteg se

from lower service layers, notably from the NFVI through service managementinterfaces provided
VIMs and WIMs. In addition to théervice platform viewthis chapter also describe pkatform

operation viewused by OSM to include interactions wither systems which support administration

and monitoring with the service layer which OSM controls.

Chapter 3develops theservice platform viewand details the scope and functionality of the OSM
northbound interface though which the client service layaa request and manage the network
services, component VNFs, and network slices characteristic of the service layer managed by OSM.

OSM SCOPE, FUNCTIONAY, OPERATION ANIDNTEGRATION GUIDELHS
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then describes the way OSM abstracts the services supplied by the heterogeneous mix of
infrastructure services requesteshd managed through the variety of VIMand WIM interfaces.

Chapter 4develops theplatform operation viewdetailing the scope and functionality of the essential
housekeeping functions of security management including authentication and authorisation along
with data logging and exportation of data to external systems.

Finally Chapter S5describes how OSMintegrates with other existing systems and shows how OSM

Oy 0SS AYGUNRBRdzOSR Ayid2 | ySié2N)] 2LISNI G2NDRa SEAX
radical upheaval in OSS/BSS and the processes they support. The chapter details integration

interfacing in both the service platform view as well as the platform operation view.

Service Platform view and Layered Service Architectures

Services and their lifecgles

The provision of services of a growing sophistication and functionality usually requires a similar
degree of complexity in the internals of those services. Likewise, the new constructs for the new
wave of SWefined networks that are intended to brirsjgnificant new functionalities and
flexibility, and also come with an internal machinery that s far from being trivial, and a proper
division of that intrinsic complexity is required in order to handle itin an efficient manner.

One of the most obviousxamples of such a duality between functionality and inner complexity is

the case of a Network Slice, one of the key concepts that come with 5G networks. Unsurprisingly, the
complexity of a network slice is high, but the good news is that it is desigredamner that favors

a manageable splitinto nested components, which, in turn, can be subdivided (and, hence, managed)
into simpler elements. Thus, aslice can be splitin a set of Network Services, and such Network
Services can be split, in turn, inteat of virtual machines, virtual networks, physical nodes and,
potentially, transport connections.

Walking the same path but in reverse ordefrom the simplest components to the more

sophisticate ones is the key for a successful management of theserenments. As usually

happens in other fields in engineering, this complexity is intended to be more effectively handled in a
layered fashion, based on stacked service platforms. Thus, service layers can be stacked to create
composite services of growingroplexity, up to building service objects of the required level of
complexity in each case.

Ly 2NRSNJ G2 YIS SFFSOUAPS (KS KIyRftAy3a 2F (GKAA
created and controlled on demand. The creation processof@ath 1 KSaS G & SNIIA OS 2062
0KS NBad 2F GKS NBad 2F GKSANIfAFSOeOt Sz akK2dzZ R
LINEGARAY3I | IAGSY (G@8L)S aaSNBAOS 2062S00¢é¢d ¢Kdza |
and monitaed viathe invocation of aweknown API from a welknown platform, which is
NEBalLl2yaAroftsS 2F GKIG aaSNBAOS 2062S80iG¢ tAFS0OeOf So
Moreover, since these platforms can be layered and invoke the APIs of lower level platforms,
platformsinupperlayerscaneasil ONB I ¢S I yR 2FFSNJ ala + aSNBAOSE
manner that scales in terms of operation in a simple and traceable manner, as depicted in the

following figure:
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Service platform archite cture

Examples of these kinds of platforms are an Nff’astructure (NFVI+VIM, providing VMs and virtual
networks), a SWefined Network (e.qan SDTN, providing lofdistance connections), or a Network
Service Platform (providing Network Services on demand composed of the other types of elements).

A key aspect of this type of architecturesisthat 3A @Sy LI F G F2NY Aa y2i AydS
202S500Ga¢ SEOf dzaAa @St ez (@dzi &d yQlE S KWNRBISRE LXK2&F2
whichever platforms might request it via its API, britggto the end to end architecture much higher

flexibility. That versatility will be intensively leveraged in the following sections.

Types of functions in a service platform
Two types of functions can be identified in a service platform: one (and onlynwereager function
and, optionally, somenanaged functions

In orderto setup a platform, at least, itis required the capability of consuming the APIs from other
LI FGF2NYVa | @FAflIofS az2dzikoz2dzyRE (GKS Fleist Ade G2
fATSO080ft ST IyR (GKS Ol oAtAGE 2F SELRA&AAY3I 2y RS
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northbound. Those capabilities are concentrated in the®b f Md#haendentFunctioa 2 F (G K S
LI FGF2NYZ 6KAOK 26ya (GSOT APR@EOiag 2 B SidesSy A2y Sin
platformitself.
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SERVICE

PLATFORM FOR

Service X

1M | MANAGER FUNCTION SERVICE “X” |
(providing service “X”)

CONSUMED SERVICES

Manager Function in a Service Platform consuming other services

However, we may wonder, what happens at the bottom layer of the stack? At the lowest level,

platforms do not have service platforraaderneath to create services out of them, so they are

required to create their own service using the most basic set of available functionsdepute

y2RSas a¢6AiO0OKSaxr aG2N)F3IS ol O1SyRaz SiOodvad ¢KSas
objSOGtaé¢ 2y RSYlIYRI odzi G2 2FFSNII &adlyRFt2yS ¥Fdzy
dynamically configured and monitored by the manager functions. Those final functions (or pools of

them) can be referred asanaged functionsThe relation betweeboth types of functions to build a

platform placed at the bottom of the stack, is depicted in the following figure:
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Manager Function in a Service Platform at the bottom of the service stack

In general, itis perfectly normal seeing both types of southizbunteractions in many platforms,
combining the consumption of some basic services with the control of a number of managed
functions which belong to the platform itself, as depicted in the following picture:
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Manager Function in a Service Platform with lioth managed functions and consumed services

In must be noted, however, that a managed function is not supposed to belong to more than one
platform at the same time, so that conflicts of being controlled by more than one manager can be
avoided.

Service Platorm view vs. Platform Operation view
At this point of the discussion, we need to distinguish two complementary views that coexist in these
architectures and that can be considered at the same time.

hy GKS 2y S KIS¢grice Platir® Wal >braidhilyrdéscribed above, focused on the

core functionalities that the architecture intends to offer. In all cases, the working assumption is the
SEA&AGSYOS 2F LRGSyGAlLtte FNBIdSyd IyR ReylYAO N
the mainfunctionality, and which can benefit of large economies of scale in terms of efficient
operation given their large number and large dynamicity. These are intended to be highly automated
and coordinated, due to the recurrent benefits, and the fact thatytiend to create a myriad of new
(virtual) components with their own lifecycle, really hard to control without a proper automation and
coordination structure. Some of the most prominent examples of this kind are the dynamic provision
of Network Services dtetwork Slices, which often imply a large cascade of dynamic operations
across the different layers of the stack that can be triggered on demand that which define a
potentially complex composite lifecycle.
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On the other hand, we cannot forget that the furans (manager function and managed functions)

that compose the service platforms are also elements that need to be installed and bootstrapped,

and may be configured, updated and supervised, having potentially their own lifecycle. These O&M
actionsovertb 8 S St SYSy (i a o gMalfainKOpératigh&iévh @i d2iB I KBi 8y RSR
ALI2NIYRAO YR NYGKSNIadFiAOZ FAYAYy3a G2 aSi o02dzyR
service platform (e.@reate anew VIMtenant and assign a quota). Usuthléygains associated to

automation here are of lower scale, due to the lower recurrence, and may be selectively eased by
processoriented wizards and dashboards.

In the case of the manager functions, both views coexist naturally in practice, with bdts pat

running orthogonally and separated by their purpose (either explicitly orimplicitly by profiles), being
iKSaS hga GlFralta I a2Nl 2F aYlylr3aSySyid 2F G4KS Yl
lifecycle of the manager may be synonym of the liféewt the service platform as a whole.

OFFERED

SERVICE 0&M
= <
L A[.‘ierw'::e API ,’ \
— Adlnin'aPI
= Service X ;mf‘_o ADMIN /
0 1M | MANAGER FUNCTION L conric — PLATFORM OP.
@) (providing service “X”) Logs, Aldrms _— poNIT. VIEW
S N1 INFO

/

o Config. &I config. &I ...... I I I )
LI_I Monitor Monitor
(]

MANAGED FUNCTIONS CONSUMED SERVICES

Service Platform view vsPlatform Operation view in a Manager Function

In the case of managed functions, these O&M interfaces (when required) sometimes are also
accessed by the manager function (that performs cgufations and monitors the element) and
avoid conflicts by the splitin the type of actions.

CONFIG.

MONITOR

M

MANAGED | ADMIN PLATFORM OP.
FUNCTION MONITORING

T INFO VIEW

Platform Operation viewin a Managed Function
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Some tools to ease the O&M of the set of functions that constitute the architecture are often

provided by thalifferent commercial products present in the architecture, and can be grouped

under an umbrella of common O&M tooling, so that they can benefit of supplementary common
services (e.dONS, LDAP, CA, etc.), common backendddegllect monitoring info)por even wrap
sequences of sparse O&M actions in a GUI wizard tools in order to ease them, either by making them
more visual or by guiding the operator to minimize errors (bygnarrowing down the available

options).

OSM Scope and Functionality

OSM Objetives and Scope

The goal of ETSI OSM (Open Source MANO) is the development of a coraniwaityproduction
qgualityE2E Network Service Orchestrator (E2E Ni8Oielco services, capable of modelling and
automating real telcegrade services, with all the imbsic complexity of production environments.
OSM provides away to accelerate maturation of NFV technologies and standards, enable a broad
ecosystem of VNF vendors, and test and validate the joint interaction of the orchestrator with the
other componentst has to interact with: commercial NFV infrastructures (NFVI+VIM) and Network
Functions (either VNFs, PNFs or Hybrid ones).

h{aQd I LILINRFOK FAY&a (2 YAYAYATS AydSanNntidrzy SFFT

1. AwellknownInformation Model (IM), aligned with ETSI NFV, thatis capable of modelling and
automating the full lifecycle of Network Functions (virtual, physical or hybrid), Network Services
(NS), and Network Slices (NSI)nirtneir initial deployment (instantiation, D&y, and Dayl) to
their daily operation and monitoring (D&B).

¢ !'Oldzrftes h{aQa La Agnostc2sythittifedant @oddl gaF NI & i NI
be used to instantiate a given element (&/4NF) in alargeariety of VIMtypes and
transport technologies, enabling an ecosystem of VNF models ready for their
deployment everywhere.

2.  OSM providesanified northbound interface (NBl)based on NFV SOLO005, which enables the
full operation of system and the Network Services and Network Slices under its control. In fact,
h{aQa b.L 2FFSNE (KS &S5 NdwworbServizges (NS)landN&wok 3 G K S
Slices Instances (NSI), providing as a service all the necessary abstractions to allow the complete
control, operation and supervision of the NS/NSI lifecycle by client systems, avoiding the
exposure of unnecessary detailsits constituent elements.
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OSM6s I M and NS operation via NBI
3. TheSEGSYRSR 02y OSLIi 27F ,&ouhGtéamNSNan sfarbadsatheS ¢ Ay h {
different domains identified virtual, physical and transpart, and therefore control the full

lifecycle ofan NS interacting with VNFs, PNFs and HNFs in an undistinguishable manner along
with on demand transport connections among different sites.
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OSM interaction with different domains

4. In addition,OSM can also manage the lifecycle of Network Sli@gssumingf required the role
of Slice Manager, extending it also to support an integrated operation.

Service Platform view

OSM provides the capability of realising one of the main promises derived from NFV and the dynamic
capabilitiesthatitbrings: creatingn2t2 N] & 2y RSYIFI YR 0abSig2N] Fa | {
their direct exploitation by the service provider or for their potential commercialization to third

parties.

In that sense, OSMworks adlatwork Service Orchestrator (NS@yanager functiorof aNetwork

Service PlatforrtseeService Platform view and Layered Service Architectfioedetails), intended

to provide the capability of cieting network services on demand and returnirggavice objedD

that can be used later as a handler to control the whole lifecycle and operations of the network
ASNDAOS QGAl &adzoaSljdzSyd OFfta 2 h{aQanign2 NI Ko 2 dzy
fashion.

In the case of OSM, there are two typedNafaS service objedtsat OSM is able to provide on
demand to support the NaaS capability: thetwork Service (N@nd theNetwork Slice Instance

(NSI) being the latter a composition of severaltMerk Services that can be treated as a single entity
(particularities of both types dflaaS service objeats!l be described in the next sections).

OSM, asnanager functiorof aservice platformconsumes services from othservice platformand
controls a number omanaged functiong order to create its own composite hightavelservice

OSM SCOPE, FUNCTIONAY, OPERATION ANNTEGRATION GUIDELHS$ 15
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objects Thus, OSM consumes services provided by the platform(s) in charge of the Virtual
Infrastructure (to obtain VMs, etc.) and the platform(s) in charge ofStéDefined Network (to

obtain all the required kinds of inteDC connections), and, once assembled, configures and monitors
the constituent network functions (VNFs, PNFs, HNFs) in order to control the LCM of the entire
NS/NSI to be offered on demand.

Thisview of OSM as part ofservice platform architectuder NFV is summarized in the following
picture:

0SS/BSS

|

. OpensSouce  E2E Network Service
~“MANO Orchestrator

Config. & — — — — — | Or-Vi Or-Wi
Monitor | (1aas API) (TaaS API)
VIM(s)
NFs : . :
(VNFS, PNFs, { | St Intra-DC | Inter-DC |
HNFs E orage nira- E E nter- E
) ; Servers backend fabric i i CE Transport Layer ;

OSM in Service Platform view

Services offered Northbound

OSM as provider of Network Services (NS) on demand

The Network Service (NS) is the minimal building block in OSMto manage networks pes/aded

service which bundles in one singtervice objea set of interconnected network functions (VNFs,

PNFs and HNFs) which can span across different underlgimgdlgies (virtual or physical),

locations (e.gmore or less centralized) and geographical areas és.gart of the service of a large
multi-national corporate customer).

LYy 2NRSNJ G2 SylofS STFSOGA@Ste | aSeSite¥ake@@ 2y RS
provisioned as the result of a handcrafted or ad hoc procedure, but as the outcome of a simple and

wel-l y26y YSGK2R 0lFaSR 2y !'tL Ay@20lG4A2ya oG2 h{a
Information Model. These descriptions should fidate the creation of Network Services composed

of different network appliances (VNFs, PNFs or HNFs) coming from different vendors, so that those

OSM SCOPE, FUNCTIONAY, OPERATION ANIDNTEGRATION GUIDELHS 16
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appliances (also callédetwork Functionor NP can come pranodelled by their provider and the
service prowder can focus on modelling the Network Service itself.

Once a Network Service is entirely modelled (Wedwork Service Packadethe model works
STFSOGA@Ste +ta || GSYLXIGS GKFdG OFy 6S LI NI AOdz I
incorporate pecific attributes for that NS instance, returning a unique NS instance ID, useful to drive

LCM operations at a later stage. OSM puts also in place all the necessary abstractions to allow the
complete control, operation and supervision of the NS lifecydlea normalized and replicable

fashiom 68 (GKS Of ASy(G aeaaSy odzadattes h{{k.{{ LIXIIQ
required to expose unnecessary details of its constituent elements, in order to minimize the impact

over the final service of potdial changes in the NFs orthe NS topology that did not intend to mean

a change on the actual service offer.

In orderto achieve the desired level of flexibility and abstraction, OSM augments the concept of NS
with respectto ETSI NFV to incorporate phgkand transport domains to enable real E2E services
that can be extended beyond virtual domaiifws, itis possible in OSM:

w To combine ina single NS virtual network functions (VNFs), physical network functions (PNFs)
and, even, network functions comped of both physical and virtual elements (Hybrid Network
Functions, or HNFs), more typical of elements closer to the access network.

w To deploy such NS across a distributed network and even createsitégransport
connections on demand, leveraging ¢tretAPIs of SWDefined Network Platforms.

BothOSS and BSS platforms are expected to be consumers of the NS created on demand by OSM
and sometimes may even keep the control of some constituent network functions of the NS if
required (this is quite usefubtreuse legacy network nodes without requiring major changes in the
OSS). For thatreason, OSM has also the capability to delegate selectively the control of specific
constituent NFs of the NS to the OSS/BSS platform if explicitly specified in the NSgnog Full
freedom to support legacy or hybrid scenarios as desired.

Lifecycle and operation of a Network Service

In the following sections, the stages related to the lifecycle and operation of the NS in the E2E
Network Orchestrator are thoroughly disssed and described, so that the API capabilities (and the
companion IM) can be better understood in a context of operation:

Preparation phase: Modelling
Onboarding
NS creation (da@ and dayl)

w N BB o

NS operation (dap)
4. NS finalization

It must be noted that, ahough the initial phase of modelling is a mere peguirement, prior to any
actual existence of the NSitself (and with no APl interactions involved), itis required to understand
the NS lifecycle and the API calls that are available at later phases.

OSM SCOPE, FUNCTIONAY, OPERATION ANNTEGRATION GUIDELHS$ 17
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Phase #0: Modelling

h{aQa La LINPZPARSAE YSOKIyAravya (2 AyOf dzRS GKS O2Y
both a full description of the NS topology, the lifecycle operations that are enabled, and the NS

primitives that are available, along with thamtomation code. Since Network Services are

composed, by definition, of one or several Network Functions (VNFs, PNFs or HNFs) of

heterogeneous types and internal behaviourand likely to come from different providers, the IM

provides ameanto lettherpvider describe the internal topology, required resources, procedures

and lifecycle of the Network Functions. This information come bundled in ttzaded NF Packages.

This twelayered modelling approach has several advantages:

w Preventsthatthe designefthe NS Package (i&Service Provider such as Telefénica) is
directly exposed to NF internals, and can focus on the composition of the NS itself, based
exclusively on the external properties and procedures of the NF.

w Enablesthe consistent and regdble validation of the NFs and their companion NF Packages
across all the supply chain, so that the NF vendor can guarantee that their elements are always
used and operated in the appropriate manner.

w Obviously, the same NF Package can be used in moreti@NS with no additional modelling
work at NF level.

Phase #1: Onboarding
Once the models are ready, they can be injected to the system, so that they can be used as
templates for NS creation later on, in a process that is knovembearding

h { a Qa ffess. ARI calls to support CRUD (Create, Read, Update, Delete) operations over the
corresponding NS and NF Packages, in order to support théayesed modelling approach
previously described (that can become thrégered in the case of Network Slicalg APl supports
specific CRUD operations to handle the corresponding NS and NF Packages (and NST when
applicable) as independent but related objects. In these operations, and particularly in the
onboarding step, the necessary checks to validat@adel and crossmodel consistency are
performed.

Phase #2: NS creation (day and day-1)

Once the corresponding NS and NF Packages are successfully onboarded in OSM, there is all thatis
needed to use them as templates for the actual NS creation. AccordinglyofdSMAPI calls to

support CRUD (Create, Read, Update, Delete) operations related to NS instances.

In the case of th&lS creatioroperation (also known dsS instantiatior), OSM takes as inputan NS
Package and, optionally, a set of additional deploynuemistraints (e.garget deployment locations

for specific VNFs of the NS) and parameters to particularize in the NS, as explicitly allowed by the NS
Package.

During the NS creation, OSM interacts with different service platforms southbound (VIMs anyl WIMs
and managed functions (NFs) to create the composgiwice objeadf the NS instance.
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Phase #3: NS operation (day)
Once the NS has been successfully created, the NS instance becomes the only relevant object for
further operation, lifecycle and assuremactions.

Once an NS has been successfully created, the NS instance becomes the only relevant object for
further operation, lifecycle and assurance actions. The NS/NSI instance can be subject to different
types of ARHriven operations, which fall intore of these categories:

w Common Lifecycle operationghere must be a number of API calls that allow to triggerwell
known standard actions potentially applicable to any NS, such as scaling actions,
pausing/resuming, ordemand monitoring requests, SW upges] etc.

w Actions derived from NS primitive8esides operations potentially applicable to any NS/NSI,
each NS/NSI can have a set of operations that are relevant only for the specific functionality
that the NS/NSI offers, such as the addition of new subecsi, changes in internal routing, etc.
Those actions are enumerated and codified in the corresponding NS Package (that leverage, in
turn, on the atomic actions available in NF Packages) are exposed by the API as primary actions
available in that given NSISI.

NS MANAGED AS A SET OF VNFs NS MANAGED AS A SINGLE ENTITY
(vanilla SOLO05) (NS as 1%t class citizen in OSM)
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VIM/SDNC
specific plugins

VINF specific
proxy charms

Multiple VNFs/EMs Multiple VIMs and SDN controllers

NS managed as a single entity via NS primitive s

w Although not directly requested by the client system via API, it must be noted that other actions
can be internally triggered in the NS as a result of a cldeed policies defined in the NS or NF
Padkages. Usually, these actions involve the monitoring of some parameter of the NS or the NF
and the triggering of one of the aforementioned actions if a given threshold is reached
(e.g.automatic scaleout).

In fact, it is possible in OSMto work with mesriand alarms with great flexibility:

w Descriptordefined alarms and metrics related WDU-PDU leve|but still explicitly carelated
with NS/NF instances.

w Descriptordefined alarms and metrics relatedapplication-specifigdNF or NS) KPIs.
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w Italsoallove ondemand requests to export alarms, events and metrics via Kafka bus, and a
smooth integration with the most popular frameworks, including ELK, Prometheus, and
Grafana.

It must be noted that OSM also allows the managementoWwnfield scenariosvhere sme
elements had to be managed cof-band by an external/legacy entity.

Phase #4: NS finalization
As any other ordemand service, itis possible to finalize aNS and release the resources that had
been assigned, preserving those components that shoulth@aeemoved (e.goersistent volumes).

¢tKS aRSESGS¢ OFtf 2F GKS !'tL O6FNRY (KS 2F GKS |
charge of triggering that process and report on demand of its status of completion.

OSM as provider of Network Slices

Network Slices and Network Services

ETSI OSMiis also capable to to provide Network Slgca serviceassuming also the role of Slice
Manager as peETSI NFV EVEGI3GPP TR 28.80&xtending it also to support an integrated
operation ofNetwork Slice Instances (N&llpong with Network Service instances (NS).

The intended use ofldetwork Slice can be described as a particularization of the NaaS case but
more focused on the enablement of 5G use cases. This 3GPP spec defines a specific type of
underlying construct, the Network Slice, which is intended to provide the illusion of stepa
specialized networks for different purposes. Unsurprisingly, Network Slices, in practice, operate as a
particular kind of Network Service or, more generally, as a set of various Network Services that are
treated as a single entity.

3GPP defines thetation between Network Slices and vanillaNS as per ETSI NFV in a very specific
manner, where Network Services become thecstledNS Subnetsf the Network Slice, while the
Network Slice with its constitueMS Subnetsan be deployed and operated as if they were a single
entity. The following picture depicts the intended relation between both concepts:
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Network Slice

1
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1.% .
- isAShareOf -
. Network Slice Subnet > Network Service
0.* 1 [ 7
isComposedOf 1 1 1
isComposedOf isCompopedOf

Network Function
T

VNF PNF HNF

Relation between Network Slices and vanilla ETSI NFV Network Services

Still consistent with the same modelling of aregular NS, tiS&ubnetsan be either exclusive to
an upperlevel Network Slicefedicated NS Subngts shared between several Slic&hared NS
Subnet}, such as in the case of the RAN. Likewise, trmychhave their own lifecycle and
operations as any other NS, so no disruption in the modelling is created.

The Network Slice therefore has two key characteristics compared to a Network Service
w The Network Slice is composed from a number of Network Subnets
® A Network Slice Subnetis ashare of a Network Service.

First, as it can be seen, the Network Slice concept defined in 3GPP overlaps almost completely with
GKS O2yOSLIi 2F abSaidSR b{é¢ 6y b{ O2YLRASR 2F O
addtion of including some PNFs and Transport connections explicitly, features that are already

included in the extended concept of NS that OSM already provides. Therefore, the decision of
incorporating the Network Slice as a particular case of NS in OSkathias natural.

Second, we can see that a sinl§ Subnenstance is, by definition, a share of a single NS instance.
However, as botNS Subne@nd NS can be recursively composed (thaNS&ubnatan be

composed oS Subnetnd an NS can be comped of NSs) there is still full flexibility in the model.

This sharing relationship is the key new feature which slicing introduces and has an important
consequence for orchestration. This consequence is represented in the UML figure above by the fact
thati KS WA &! { KENBhTQ NBfFiA2yaKALI Aa Fy | 33aINBAFGA
diamond).
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Most significantly, th&NS Subnetannot control the existence of the NS of whichiitis a share. As the
NS (forexample a RAN NS) may be providing stactiserNS Subnetsvhen a network slice
instance which is sharing this NS is no longer needed and deleted, the compSstubnetsnay be
deleted, butthe NS itself must not be deleted as it may well be still providing shares to other
network slices.

This means that the lifecycles of network slices with their constitidBtSubnetsan be managed as
a composition hierarchy in same way the lifecycles of NSs and NFs can be managed as a composition
hierarchy, the two composition hierarchies must not be nuxegether.

Lifecycle and operations of a Network Slice

As previously described, Network Slices operate as a grouping of a set of potentially shared Network
Services, which would become the-salledNS Subnetsf the Network Slice. The Network Slice with

its constituentNS Subnetsan be deployed and operated as if they were a single entity.

Alike Network ServiceSGPP TR 28.8@escribes the lifecycle of the global Network Slice, which is
comprised of the four following phases:

5. Preparation.In the Preparatiorphase, the Network Slice (or Network Slice Instance, NSI) does
not existyet. The preparation phase includes the creation and verification of Network Slice
Templates (NST), the onboardingluése, preparing the necessary network environment to be
used to support the lifecycle of NSls, and any other preparations that are needed in the
network.

6. Instantiation, Configuration and ActivationDuringlnstantiation/Configurationall resources
shared/dedicated to the NSI have been created and are configured to a state where the NSl is
ready for operation. Th@ctivationstep includes any actions that make the NSl active (if
dedicated to the network slice, otherwise this takes place in the preparation phase). Network
slice instantiation, configuration and activation can include instantiation, configuration and
activationof other shared and/or notshared network function(s).

7. Runtime.Inthe Runtimephase, the NSl is capable of handling traffic to support
communication services. The Rtime phase includes supervision/reporting (efa. KPI
monitoring), as well as actiues related to modification: upgrade, reconfiguration, NSl scaling,
changes of NSI capacity, etc.

8. DecommissioningTheDecommissioninghase includes deactivation (taking the NSI out of
active duty) as well as the reclamation of dedicated resourcestégrgination or reuse of
network functions) and configuration of shared/dependent resourédter decommissioning
the NSI does not existanymore

Two norrmutually exclusive modes of deployment and management to support this lifecycle are
feasible in OSMrull E2ZE Managemer{integrated Modelling) an8tandalone Managemer(tvanilla
NFV/3GPP).
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Full E2ZE Management (Integrated Modelling)
In this mode of operation, the Network Slice can be treated as kind of iNetavork Service, and can

be modelled as per theugmented NS lifecycle model described previously, so that OSM works also
as Slice Manager (Slidd). For convenience, the NSl becomes as aflads object of OSM.

3GPP Slice related management functions

Communication Service
Management Functio

Open Source
Network Slice

Management Function M A N)Q/]a-vao S
Netwogli@@eManager.’ N FVO

Management Function

EMs

VNFM
— VNFs

PNFs

NFVI ' ViM

Full E2ZE Manage ment of Network Slices

In this mode, there is a natural match between thiéferent phases of the lifecycle, where the

Network Slice Template (NST) and the Network Service Instance (NSI) play, respectively, the same
roles as the NS Package (the template defining a NS) and the NS instance in the general lifecycle of an
NS inOSM

w Preparationis comprised oPhase #0 (ModellingdndPhase #1 (Onboarding)
w Instantiation, Configuration and Activations equivalent td?hase #2 (NS Creatian)

w Runtime provides a standardized subset of the operations availaliPhatse #3 (NS
Operation).

w Decommissionings equivalent td?hase #4 (NS finalization)

There are some obvious advantages of this approach:
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w The Preparation phase is largely simplified, as there is no splitin the information models
between the 3GPP Slice Managerandthe NRNOOK S & G NJ 62 NJ 6 G NBRdJzOSRé¢ |
virtual components, as defined by ETSINFV).

Day-2 operations are integrated in a single platform and a single northbound interface.

Possibility to add custom primitives to a given slice, alike the generalié8was allow.

€ € €

Packages are generated, by definition, with a muithdor scenario in mind.
w The slices can include neBGPP related network functions with no need of special integration.

Standalone Management (Vanilla NFV/3GPP)

Alike the case of legacy S8BSS described in the NS operations, itis also possible to allow an
external standalone system to manage the lifecycle of slices (as standalone Slice Manager) and
leverage on OSMsimply as if it were a vanilla NFV Orchestrator (NFVO), using themegular (
augmented) SOLOO05 interface.

Standalone (Vanilla) Manage ment of Network Slices
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